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Abstract

Swirls of ocean currents known as ocean eddies are a
crucial component of the ocean’s dynamics. In addition
to dominating the ocean’s kinetic energy, eddies play a
significant role in the transport of water, salt, heat, and
nutrients. Therefore, understanding current and future
eddy patterns is a central climate challenge to address
future sustainability of marine ecosystems. The emer-
gence of sea surface height observations from satellite
radar altimeter has recently enabled researchers to track
eddies at a global scale. The majority of studies that
identify eddies from observational data employ highly
parametrized connected component algorithms using
expert filtered data, effectively making reproducibility
and scalability challenging. In this paper, we frame the
challenge of monitoring ocean eddies as an unsuper-
vised learning problem. We present a novel change de-
tection algorithm that automatically identifies and mon-
itors eddies in sea surface height data based on heuris-
tics derived from basic eddy properties. Our method is
accurate, efficient, and scalable. To demonstrate its per-
formance we analyze eddy activity in the Nordic Sea
(60 — 80° N and 20° W — 20° E), an area that has re-
ceived limited attention and has proven to be difficult to
analyze using other methods.

1 Introduction

Rotating coherent structures of water, known as ocean ed-
dies (hereby eddies) are considered the oceanic analog of
storms in the atmosphere (Fu et al. 2010). Eddies dominate
the ocean’s kinetic energy and play a significant role in the
transport of water, salt, heat and nutrients. Eddies have also
been shown to impact marine ecosystems by raising the deep
nutrient-rich water to the surface, which renews the nutrient
supply to phytoplankton and subsequently leads to increased
fish production (Denman and Gargett 1983). Furthermore,
given eddies’ demonstrated impact on near-surface chloro-
phyll concentration (Chelton et al. 2011), which is reflected
in the green tint in ocean color (see Figure 1 top panel),
eddies may impact hurricane tracks and landfall probabil-
ities through changes in ocean color which in turn affect
sea surface temperatures and large-scale circulation patterns
(Gnanadesikan et al. 2010). Given such a critical impact on
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Figure 1: Top: An eddy off the coast of Alaska. Ocean eddies
(green whirlpool in middle of figure) are rotating coherent struc-
tures of water. The rotational movement brings nutrients up to-
wards the surface resulting in phytoplankton bloom and is reflected
by the green color amidst blue water. Bottom: A cross section of a
cyclonic eddy (in the Northern Hemisphere) that causes a decrease
in SSH. Images courtesy of NASA.

the oceans, understanding past and current eddy activity is
crucial for forecasting future ocean dynamics and, subse-
quently, marine ecosystem sustainability.

Until recently, ocean eddies were tracked using sea sur-
face temperatures (SST) and satellite images. Now, sea sur-
face height (SSH) observations from satellite radar altime-
ters have emerged as a better suited alternative for studying
eddy dynamics on a global scale. Eddies are generally classi-
fied as either cyclonic if they rotate counter-clockwise (in the
Northern Hemisphere) or anti-cyclonic otherwise. Cyclonic
eddies, like the one in Figure 1 (bottom panel), cause a de-
crease in SSH and elevations in subsurface density surfaces.
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Figure 2: Density surfaces are lifted within a cyclonic eddy causing
a decrease in SSH. The elevation of subsurface density surfaces
replenishes the upper part of the ocean with nutrients needed for
primary production.

Anti-cyclonic eddies, such as the one depicted in Figure 2,
cause an increase in SSH and depressions in subsurface den-
sity surfaces. These characteristics allow us to identify ocean
eddies in SSH satellite data. In Figure 3, anti-cyclonic eddies
can be seen in patches of positive (dark red) SSH anomalies,
while cyclonic eddies are reflected in closed contoured neg-
ative (dark blue) SSH anomalies.

The majority of algorithms tracking eddies employ an im-
age processing approach on satellite snapshots of SST or
SSH. Image-based approaches often have computational and
application-specific limitations (that we will discuss in more
detail later). Furthermore, such algorithms are highly pa-
rameterized and rely on complex data-filtering schemes that
make reproducibility challenging. We present an unsuper-
vised algorithm that identifies and monitors eddies by ana-
lyzing changes in SSH anomaly time-series. This novel ap-
proach does not require any data pre-processing and proves
to be more scalable and efficient than traditional tracking
algorithms. To illustrate our algorithm’s performance, we
will focus on monitoring eddies in the Nordic Sea (60 —
80° N and 20° W — 20° E): a region that has received
limited anecdotal attention (e.g. (Hansen, Kvaleberg, and
Samuelsen 2010)). Another advantage of using this region
for evaluation is that it does not suffer from the potential
of confusing Rossby waves (large-scale ocean variability
known as the “internal weather of the sea’) with ocean ed-
dies, a problem that until recently was very common at lower
latitudes (Chelton et al. 2011).

Designing intelligent, reproducible and scalable algo-
rithms is crucial for high impact research in oceanogra-
phy and related fields, and this work is a first step in that
direction. In the next section, we will briefly review ex-
isting eddy tracking algorithms. In the following section,
we will introduce our change detection algorithm, persis-
tent delta (PDELTA), which leverages the unique spatio-
temporal characteristic of ocean eddies. After that, we will
present our results and compare them to the eddies identified
by Chelton, Schlax, and Samelson (2011) (CH11 thereafter).
We will also compare PDELTA’s scalability to that of a con-
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Figure 3: Global sea surface height (SSH) anomaly for the week
of May 5 1993 from the AVISO dataset. Eddies can be observed
globally as closed contoured negative (dark blue; for cyclonic) or
positive (dark red; for anti-cyclonic) anomalies.

nected component algorithm that is similar to the one used
by CH11. We conclude the paper with a discussion of the
study’s contributions and future research directions.

2 Previous Work

Techniques for automatic identification and tracking of
ocean eddies are largely based on image processing algo-
rithms. Such approaches rely primarily on proxy variables
such as ocean color or SST. The main challenge when using
such proxies to track eddies is that they are influenced by
a variety of factors, including eddies. Thus it is difficult to
link changes in those variables to eddy activity alone. SSH,
however, is a variable that is closely related to the velocity
and scales of eddies and thus is better suited for studies in-
vestigating eddy dynamics.

Some of the earliest works based on image processing
techniques used an edge detection algorithm to detect ed-
dies along the Gulf Stream (Holyer and Peckinpaugh 1989).
Similar image-based algorithms included a neural-network
model trained to identify eddies from SST images (Castel-
lani 2006) and an edge detection scheme to isolate eddies
between two consecutive SST images (Fernandes and Nasci-
mento 2006). D’ Alimonte (2009) used the isothermal lines
of the SST field to automatically detect eddies. Finally, Dong
et al. (2011) transformed SST observations into a thermal-
wind-velocity field and subsequently tracked eddies in the
transformed space.

The recent introduction of SSH satellite observations pro-
vided researchers with data that are directly related to ocean
eddies. The majority of eddy tracking algorithms define ed-
dies as closed contoured (positive or negative) SSH anoma-
lies (see Figure 3). The first of such studies built upon
techniques developed previously for turbulence simulations
(Isern-Fontanet, Garcia-Ladona, and Font 2003). Since then,
numerous variations of the approach used by Isern-Fontanet,
Garcia-Ladona, and Font (2003) were introduced, e.g. (Fang
and Morrow 2003; Chaigneau, Gizolme, and Grados 2008).
In the most comprehensive SSH-based eddy tracking study
to date, CH11 identified eddies globally as closed contoured
smoothed SSH anomalies using a nearest neighbor search.
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Figure 4: A sample time-series analyzed by PDELTA with gradually decreasing segments enclosed between each pair of green and red lines.
These segments were obtained after discarding segments of very short length or insignificant drop that are atypical signatures of an eddy.

They also introduced the notion of eddy non-linearity to dif-
ferentiate between eddies and Rossby waves. A more de-
tailed review of SSH-based eddy detection methods can be
found in Appendix B of CH11.

Despite a large body of work, eddy detection algorithms
continue to suffer from several limitations. First, water-
surface property signatures such as surface temperature or
color do not convey much information on the dynamic
process of eddies (Fu et al. 2010). Second, certain SSH-
based methods such as those introduced by Chaigneau,
Gizolme, and Grados (2008) use derivatives of the SSH
field, which amplify the noise in the SSH signal (Chelton,
Schlax, and Samelson 2011). Connected component algo-
rithms, such as CH11, tend to be highly parameterized and
apply scale-dependent filters to the data to remove features
larger (smaller) than a threshold as well as to remove sea-
sonal and internal variability (see Appendix A in CH11 or
online supplementary material of (Chelton et al. 2011) for
full details on data filtering.) Finally, for each pixel in an
SSH snapshot (such as Figure 3), connected component al-
gorithms must search /V-nearest neighbors for each pixel
making the search space very large as data resolution is in-
creased (see complexity analysis section for details).

3 Methods

Instead of tracking eddies directly in images of SSH anoma-
lies (such as in Figure 3), we propose a novel approach that
leverages the fundamental spatio-temporal characteristics of
eddies. Eddies form and sustain their energy over a timescale
of weeks to months, resulting in gradual changes in SSH
on the order of a few centimeters over regions between 50-
200 kilometers. Given the large time-scales within which ed-
dies operate, eddies will manifest as a connected group of
gradually increasing/decreasing SSH time-series. We lever-
age this information to track eddies directly from the SSH
time-series (see Figure 4) as opposed to the SSH heat-maps.

Our algorithm (adapted from (Chamber et al. 2011)) op-
erates in three main steps, first we identify individual time-
series that have the previously described “eddy-like” behav-
ior. Each candidate time-series will be labeled with a start
and end time (¢, and t. respectively) where a significant
gradual increase/decrease occurred. Second, given that an
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Figure 5: An illustration to show PDELTA’s spatial analysis com-
ponent. At any given time ¢; only a subset of all time-series are la-
beled as candidates for being part of an eddy (green points). Only
when a sufficient number of similarly behaving neighbors are de-
tected (in this case four) PDELTA labels them as an eddy (black
circle). As time passes, some time-series are removed from the
eddy (red points) as they are no longer exhibiting a gradual change;
while others are added. If the number of similarly behaving time-
series falls below (above) the minimum (maximum) number of re-
quired time-series, the cluster is no longer an eddy (e.g. top left
corner at t;4+o frame).

eddy must operate over a large enough region, for each time
step ¢ we scan the neighbors of any candidate time-series
(where t;, < t < t.); if a sufficient number of neighbors are
also candidate time-series at time ¢ then the identified group
is labeled as an eddy. Finally, as the eddy moves from one
time-step to the next, we keep adding new candidate time-
series as their ¢, is reached and remove other time-series as
their ¢, is passed. We count the duration of each eddy as the
number of weeks the minimum number of clustered candi-
date time-series is met.

Our approach differs from the original PDELTA described
in (Chamber et al. 2011) in two main aspects: first, Chamber
etal. (2011) used PDELTA as a time-series change algorithm
only. In our case, we augment PDELTA by adding a spatial
analysis feature to properly identify clusters of time-series
exhibiting similar behavior. Second, the original PDELTA
only detected a single increasing (decreasing) segment in a
given time-series. In this variation, PDELTA identifies mul-
tiple gradually changing segments within a time-series. This
is a useful improvement given that an eddy may appear mul-
tiple times at the same location. Furthermore, this feature ef-
fectively improves our computational performance by mon-
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Figure 6: Monthly eddy counts (lifetime > 16 weeks). Top: Monthly counts for cyclonic eddies as detected by our automated algorithm
PDELTA (blue) and CH11 (red). Bottom: Monthly counts for anti-cyclonic eddies as detected by our automated algorithm PDELTA (blue)
and CH11 (red). Overall, PDELTA detected slightly more eddies than CH11. This could be due to an improved ability to track smaller eddies

(see text).

itoring each location (time-series) at most once. For a com-
plete discussion of the original PDELTA algorithm, includ-
ing experiments, please refer to (Chamber et al. 2011).

Figure 4 demonstrates how our approach detects candi-
date time-series. The figure shows the SSH anomaly time-
series for one grid point in the Nordic Sea. For this particular
location, PDELTA identified three segments where a signif-
icant gradual decrease in SSH occurred over a long time pe-
riod starting at approximatively weeks 60, 410, and 870 re-
spectively. During each decreasing segment, we search this
location’s neighborhood for time-series with similar gradual
decrease. Once the significant decreasing segment ends, ei-
ther there will be other neighbors that will continue to form
a coherent eddy or the eddy has dissipated if the minimum
eddy size is no longer met (see Figure ??).

A spatio-temporal approach to eddy detection and mon-
itoring has several advantages: First, we don’t apply any
filters to our data and have a minimal number of parame-
ters relative to existing approaches. Second, given that we
only consider time-series that experience gradual changes in
SSH, our algorithm’s search space is significantly reduced
compared to searching every pixel’s neighbors. Finally,
since we incorporate a spatio-temporal detection mecha-
nism we can relax some of the minimum/maximum eddy
size requirements that space-only connected component al-
gorithms have.

4 Results

We tracked eddies weekly from 1992-2011 in the Nordic Sea
region (60 — 80° N and 20° W — 20° E) and compared the
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Figure 7: Eddy geographic distribution density. The eddies
PDELTA identified (left) were similarly distributed as CHI1
(right), except for higher latitudes where PDELTA successfully
identified a region known for spawning high latitude eddies
(Rossby, Prater, and Sgiland 2009) (see Figure 8). Landmasses are
colored in dark green.

results with those of CH11'. We used the Version 3 dataset
of the Archiving, Validation, and Interpretation of Satellite
Oceanographic (AVISO) which contains 7-day averages of
SSH on a 0.25° grid from October 1992 through January
2011.

PDELTA detected slightly more cyclonic (9.89 per
month) than anti-cyclonic (9.48 per month) eddies. These
differences are consistent with the findings of CH11. Over-
all, we identified a total of 9.08 eddies per month versus
8.87 for CH11. This could be due to the fact that eddies

!Available from: http://cioss.coas.oregonstate.
edu/eddies/nc_data.html



tend to be smaller in the region analyzed, and thus could
have been ignored by CH11’s algorithm once the data were
filtered. Figure 6 shows the monthly cyclonic (top) and
anti-cyclonic (bottom) counts for PDELTA (blue curve) and
CHI11 (red curve). We find that although the counts match
well, PDELTA detected fewer eddies than CH11 during win-
ter months, but more eddies during summer months. This
may be due to the gaps in satellite data during winter or sim-
ply due to seasonality (i.e. fewer eddies in winter time).

To visualize PDELTA’s performance compared to CH11,
we computed the eddy distribution density based on the lo-
cations where eddies were detected. We first divided the
Nordic Sea region into 1° cells and counted the total num-
ber of eddies passing through each cell. The spatial distri-
bution densities are shown in Figure 7. Both algorithms de-
tect eddies in “active regions” such as near the Norwegian
coast. PDELTA, however, finds more eddies than CH11 in
higher latitudes possibly because without data filtering we
do not wipeout small-scale eddies. The mean radius of ed-
dies decrease approximately monotonically from about 200
km near the equator to about 75 km at 60° latitude (Chelton
et al. 2007; Fu et al. 2010), giving our algorithm an advan-
tage to detect such eddies.

Figure 8: Path of the Gulf Stream (red band) from the tropics
to the Arctic. The northern eddies that our PDELTA algorithm
identifies in Figure 7 (big gray arrow) is near the region where
the Gulf Stream splits generating high latitude eddies that CH11
failed to capture. The existence of such eddies confirmed by field
experiments (Rossby, Prater, and Sgiland 2009). Figure source:
http://en.wikipedia.org/wiki/Gulf_Stream

As shown in Figure 8, the northern region captured by
PDELTA and not by CH11 (see Figure 7) is where the Gulf
Stream splits into the North Cape Current (right split) and
the West Spitsbergena (left split) (AMAP 1998). Though
different conditions may trigger eddies, they are frequently
observed in relation to meandering flows in strong ocean
currents (like the Gulf stream (Chelton, Schlax, and Samel-
son 2011)). Moreover, the region we identified has been
specifically monitored using buoyant floats and was found
to have noticeable eddy activity (Rossby, Prater, and Sgiland
2009). This is further indication that PDELTA is better able
to track small eddies.

Although our algorithm has proven capable of monitor-
ing eddies, the increasing size and resolution of climate
data make it imperative that algorithms be scalable for large

climate datasets. Therefore, for our algorithm to have real
world value, it must scale up to the demands of the climate
research community.

To test our algorithm’s performance on the potential in-
crease in both data resolution and timespan we compared
our algorithm’s performance to a connected component eddy
searching algorithm similar to the one described in Ap-
pendix B of CHI1. We constructed two datasets from the
original data, one where the data’s resolution increased up
to 100 times (10 times in each grid dimension) and a sec-
ond where the length of the time-series increased up to 100
times. We then tracked eddies at weekly intervals for the en-
tire period covered by the data.

Computational Complexity. For a grid with M x N ob-
servations and time-series length K, the time complexity
of PDELTA is linear in the number of grid cells, and the
time-series length (i.e. O(M N K)). On the other hand, con-
nected component algorithms are quadratic in the number of
grid cells, (i.e. O((MN)?K)). The space requirements of
both approaches are modest. Figure 9 shows empirical re-
sults comparing the computation time of PDELTA and the
connected component algorithm as the number of grid cells
(M x N) and time-series length (K) are increased; the figure
shows quadratic increase in computation time for the con-
nected component algorithm as M x N is increased, while
PDELTA’s computation time increases linearly. This differ-
ence is particularly germane since data from future climate
models and satellite observations will be of much higher
resolution (M x N 1is expected to increase by orders of
magnitude) than today’s datasets and will approach 100s of
petabytes (Overpeck et al. 2011).

5 Discussion & Future Work

We presented an automated, accurate, and scalable eddy de-
tection and monitoring algorithm based on gradual changes
in SSH time-series. While unique, our approach currently
suffers from several limitations: First, our minimum and
maximum eddy size criteria are hard-coded parameters.
Given that we do not filter our data, large-scale phenomena
such as gyres and currents are still present in the data and
can be mistaken for very large eddies. Conversely, although
we are able to detect smaller eddies than CH11, we must
ensure that a sufficient number of neighboring time-series
experience similar gradual change. To address this issue we
imposed a user-specified minimum and maximum eddy size.
Future iterations of the algorithm would benefit from auto-
matic parameter estimation that adapts minimum and maxi-
mum eddy size based on latitude, since eddy sizes vary as a
function of latitude (Fu et al. 2010). Another potential inves-
tigation could be a sensitivity study of our algorithm’s per-
formance to the space and time thresholds mentioned above.

Second, our algorithm does not account for gaps in the
data and simply ignores missing values. That is why cer-
tain weeks will have very low eddy counts, especially during
winter, when precipitation obstructs satellite visibility. Pre-
vious works have addressed this challenge by using extrapo-
lation to fill in missing data (Chelton et al. 2011). Although
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Figure 9: Scalability comparison between our algorithm PDELTA (blue) and a connected component algorithm (green) similar to CH11.
Left: time required to track all eddies in the dataset as a function of the grid resolution. Right: time required to track all eddies in the dataset
as a function of the time-series length (i.e. number of weekly observations). Our algorithm PDELTA (blue) scales better than the connected

component algorithm in both time and space.

our algorithm can take advantage of extrapolation, such an
approach is not ideal since the factors that impact most cli-
mate data such as SSH are highly non-linear, whereas ex-
isting extrapolation techniques are not and, therefore, can-
not capture such influences. Such a limitation significantly
decreases the reliability of data extrapolation. Instead, we
would propose to use time-series interpolation algorithms,
which have recently been studied in the context of seasonal
earth science data (Hird and McDermid 2009) as well as es-
tablished matrix completion techniques (Candes and Recht
2009).

Third, previous studies investigating eddy dynamics have
mistaken eddies with Rossby waves (large-scale ocean vari-
ability that masquerades as an eddy). Because we analyze
global data, and given that we do not filter the data be-
forehand, there is an increased likelihood of false-positives.
To address this issue, CH11 used the eddies’ nonlinearity
(the ratio of an eddy’s rotational and transitional speeds)
as a mechanism to differentiate between eddies and Rossby
waves. In future work, we will add this type of discriminant
to eliminate Rossby waves from our analysis. It is important
to note that this issue does not impact our current analysis
given that Rossby waves are easily discernible from ocean
eddies at high latitudes (Fu et al. 2010).

Finally, although we report similar monthly eddy counts
and spatial distribution as CHI11, we must caution that an-
alyzing eddy count alone is an incomplete comparison to
CHI11. Additional eddy statistics and kinematic properties
such as eddy size and speed must be analyzed to fully com-
pare PDELTA to CH11.

Despite these limitations, our algorithm produces simi-
lar counts to the state-of-the-art eddy tracking algorithms by
leveraging the natural spatio-temporal characteristics of ed-
dies. Additionally, it is capable of identifying regions that

other algorithms cannot and these regions have been corrob-
orated by field studies (Rossby, Prater, and Sgiland 2009).
Identifying small eddies (< 100km) has been challenging
for connected component techniques given current data res-
olution and filtering techniques. By monitoring SSH patterns
through changes in the time-series as opposed to visual im-
ages, we are able to capture smaller eddies than possible
with the existing approaches. Finally, as opposed to com-
mon connected component algorithms that run quadratically
in the grid resolution, PDELTA runs in linear time — a sig-
nificant improvement given the expected dramatic increase
in climate data (Overpeck et al. 2011).

We foresee our algorithm being used in other domains
where one is interested in automatically monitoring grad-
ual changes in time-series data. A recent paper by Giles et
al. (2012) monitored the western Arctic Beaufort Gyre us-
ing SSH from satellite data. Automatic gyre monitoring can
also be an application to our algorithm. While this line of
research is critical to understanding future ocean dynamics
and marine ecosystems, it also has important applications to
time-series and matrix completion, scalable learning algo-
rithms, and spatio-temporal data mining.
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7 Appendix
The pseudo-code for PDELTA is listed in Algorithm 1. o and
[ are the start and end time steps for a decreasing segment,
and subscript j tracks the number of such segments. L. is the
loss (or gain) in height due to the decrease (increase).

Algorithm 1 PDELTA algorithm for gradual decrease de-
tection.
n = number of time steps in the time-series T'
S = season length
v = v1, V2, ..., U (time-series values)
fort=5S —n—Sdo
Ay mean(vi—g+1 -+ - vr) — mean(vVer - Vit s)
end for
j<0
t+ S
while t < n — S do
if A; > 0 then
jei+1
Q< t
while A; > 0do
t<—t+1
end while
Bj 1t

B
2o A
t=ao;
L]‘ < J
end if
t+—t+1
end while
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